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Abstract: Image quality assessment (IQA) has caught researchers’ attention for decades due to its inevitable 

importance to assess an image’s visual quality close to the human ability.  In the course of time, several 

methods have been devised which uses different features such as luminance, contrast, structure or saliency 

whereas some recent approaches combine one or more features to get better performance.  Psychological 

research advocates that the human visual system (HVS) is biased to the center part of a scene and display 

screen. Any kind of distortions occupying the center area is perceived intensely by human observer than 

other areas, especially, if the center area contains any visually important information. However, current 

state-of-the-art IQA methods do not consider this center bias. In this paper, at first, we derive a full 

reference image quality assessment method ‘Center emphasized Structural Contrast-induced image 

Quality Index (CSCQI)’ by modifying only the center part of the structural contrast map. Then, we obtain 

the ‘Saliency and Structural Contrast-induced image Quality Index (SSCQI)’ combining spectral residual 

visual saliency with the structural contrast, and finally, we propose the ‘Center emphasized Saliency and 

Structural Contrast-induced image Quality Index (CSSCQI)’ using structural contrast with visual saliency 

and modifying center areas for both of the similarity maps to increase the distortion sensitivities there. For 

the latter two methods, the final score is calculated using a novel mixed-mode pooling approach 

‘summation of weighted mean and standard deviation’. Evaluations on four large-scale benchmark 

databases (TID2013, TID2008, CSIQ and LIVE) and comparison with 13 state-of-the-art methods reveal 

the competitiveness of the proposed approaches. The MATLAB code is publicly available online to test 

the algorithms and can be found at this Link:  http://layek.khu.ac.kr/CSSCQI. 
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1.  Introduction 

With the growing graph of digital vision 

technologies, the Image Quality Assessment (IQA) 

becomes a crucial part of many image processing 

applications, such as image restoration, compression, 

transmission, super-resolution and the like. In real life 

applications, an image has to pass through a pipeline of 

processing stages and as a result, the original image can 

get distorted easily and exhibits a certain level of 

annoyance.  So, IQA comes into the scene and plays an 

important role to measure the quality of the degraded 
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images. As humans are the ultimate viewer of the images, 

the subjective evaluation by humans is the precise way to 

quantify the visual quality of images, but it is very 

expensive, cumbersome and time-consuming. For a very 

long time, many researchers are focused to develop a 

metric which can automatically predict the perceived 

quality of an image, known as objective image quality 

assessment metric. The IQA methods are being 

developed by considering that, the results of these 

approaches should be consistent statistically with the 

perceived quality of human observers. 

Full-reference (FR), reduced-reference (RR) and no-

reference (NR) are the three existing approaches of the 

objective image quality assessment.  If the complete 

reference image is available, then the approach is full-

reference image quality assessment (FR-IQA), and if the 

reference image is partially available or some extracted 

features are available as an information then it is called 

reduced-reference image quality assessment (RR-IQA) 

and finally in many cases the reference image is not 

available then it is no-reference image quality assessment 

(NR-IQA).  The center of attention of this paper is FR-

IQA. 

The traditional and simplest full reference image quality 

metric is the peak signal to noise ratio (PSNR) or mean 

square error (MSE) (Wang and Bovik, 2009). They are 

very simple to calculate but do not correlate well with 

human perception. As a result, the search for better and 

close to human level IQA is ever expected, to this date, 

many sophisticated IQA methods have already been 

proposed.  Emphasizing the sensitivity of HVS’s to 

different visual signals such as contrast, luminance, 

frequency content and the interaction between them, 

some methods were proposed such as the visual signal-

to-noise ratio index (VSNR) (Chandler and Hemami, 

2007) and the noise quality measure index (NQM) 

(Damera-Venkata et al., 2000). But those error visibility 

methods ignored the important characteristics of HVS 

and resulted in a poor correlation. Wang et al. (Wang et 

al., 2004) proposed the structural similarity index 

(SSIM), which is a remarkable turning in the IQA 

research. The main motivation of SSIM is that the HVS 

is highly adapted to extract the structural information 

from the visual field. So, the structural similarity 

measurement can be a good estimation of the perceptual 

image quality.  In their later work, Wang et al. proposed 

the multi-scale extension of SSIM (MS-SSIM) (Wang et 

al., 2003) which produced a better result than SSIM. 

Wang and Li proposed the IW-SSIM (Wang and Li, 

2011) by introducing information content extraction and 

information content weighting based pooling strategy. 

Sheikh et al. proposed the information fidelity criterion 

(IFC) (Sheikh et al., 2005) by quantifying the 

information shared between the reference and distorted 

images. An extended version of IFC is the visual 

information fidelity index (VIF) (Sheikh and Bovik, 

2006). IFC and VIF treat HVS as a communication 

channel and these methods decompose an image into 

different sub-bands that have different weights at the 

pooling stage. The salient low-level features fetch vital 

information to interpret the scene, based on this 

consideration Zhang et al. proposed the feature similarity 

index (FSIM) (Zhang et al., 2011). FSIM employs two 

features, phase congruency and gradient magnitude to 

compute the local similarity map then phase congruency 

map is again used as the weighting function. The image 

gradients are sensitive to image distortions, based on this 

criterion Xue et al. proposed the gradient magnitude 

similarity deviation (GMSD) (Xue et al., 2014) by 

introducing a novel standard-deviation based pooling 

strategy. The success of gradient magnitude and standard 

deviation pooling inspired Nafchi et al. to propose Mean 

Deviation Similarity Index (MDSI) (Nafchi et al., 2016), 

however, they modified the gradient similarity map 

through a fusion technique. The multi-scale contrast 

similarity deviation (MCSD) (Wang et al., 2016) is 

proposed by Wang et al. also uses the root mean square 

(RMS) contrast similar to SSIM but employing standard 

deviation pooling for the final score. 

Visual saliency detection finds out the most attractive 

regions in an image which is a similar task as IQA, as a 

result, by incorporating visual saliency (VS) with IQA 

methods can improve the performance (Hou and Zhang, 

2007; Ma and Zhang, 2008; Duan et al., 2011; Zhang et 

al., 2012). The Spectral Residual-based Similarity Index 

(SR-SIM) (Zhang and Li, 2012) combined the spectral 

residual visual saliency with image gradient to model 

HVS in a better way whereas Zhang et al. proposed the 

visual saliency index (VSI) (Zhang, Shen and Li, 2014) 

combining visual saliency (VS) with the gradient 

magnitude and weighted by VS at the pooling stage.  Bae 

and Kim proposed the structural contrast quality index 

(SCQI) (Bae and Kim, 2016) using multilevel contrast, 

structure and chrominance information which can 

characterize both the local and global perceptual visual 

qualities. Wang et al. proposed a local linear model 

(LLM) (Wang et al., 2017) based integrated IQA in 

combination with a distortion-specific compensation 

strategy using a convolutional neural network. Wavelet-

based IQA approaches also common, Reisenhofer et al. 

proposed a Haar wavelet-based perceptual similarity 

index (HPSI) (Reisenhofer et al., 2018) utilizing the 

coefficients obtained from a Haar wavelet decomposition 

to assess local similarities between two images.  

Combining two or more features and finding quality 

score through a final pooling stage also become popular 

(Li, She and Sun, 2013; Jia et al., 2018), Li et al. 

proposed an approach by combining VS and FSIM while 
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Jia et al. use contrast and spectral residual saliency as 

well as standard deviation pooling (Jia et al., 2018). 

To this end, in designing an IQA, no one considered the 

center bias in early eye movements which is already 

known from psychological vision research (Langford 

1936; Mannan et al., 1997; Parkhurst et al., 1997; Tatler, 

2007). The experiment of Bindemann reveals that eye 

movement is biased to the scene center as well as to the 

center of the display screen. Hence, a scene appearing at 

the center of screen gets the most attention and presence 

of any distortion in that area caught by the human eye 

more intensely. Figure 1 shows the ‘Monacrh.bmp’ 

image file from the LIVE database where the right part is 

showing the extracted center area. The human eye will 

first move to center-area and in this example, the most 

salient region has also involved the butterfly, as a result, 

people will find any kind of distortion easily there. 

Recently, we proposed the center emphasized quality 

index (CEQI) (Layek et al., 2019), where we combined 

contrast and spectral residual saliency, and finally 

increase the distortion sensitivity at center region. 

However, in that work, we did not consider color 

information. In this paper, we proposed three IQA 

approaches by combining structural contrast with visual 

saliency and considering center importance. We adopted 

the structural contrast quality assessment as the base 

method because it considers luminance, chrominance as 

well as the structural contrast. Also, the clarity of their 

implementation enables us to implement our ideas on top 

of it.  Significant improvement, as well as competitive-

ness with state-of-the methods, indicates the 

effectiveness of our proposed methods. We can list the 

contributions of this paper as below, details about the 

implementations are given in section 2: 

(i) First, we propose the ‘Center emphasized 

Saliency and Structural Contrast-induced image 

Quality Index (CSCQI)’ by modifying only the 

center part of the structural contrast map. 

Similarity maps are usually a down-scaled 

matrix relative to the reference and distorted 

images where a value 1 represents exactly 

similar, 0 as totally dissimilar, a value between 

0 and 1 represents the degree of similarity. 

When a person assesses a distorted image with 

respect to a reference, he/she actually search-for 

the dissimilar areas in the distorted image. To 

incorporate our center-emphasize idea, we 

apply a simple element-wise square to represent 

the dissimilar areas as more contrasting. 

(ii) The second contribution of this paper is the 

successful merging of Spectral Residual Visual 

Saliency(SRS) with SCQI to derive a new and 

improved IQA i.e. ‘Saliency and Structural 

Contrast-induced image Quality Index 

(SSCQI)’. After obtaining both structural 

contrast and spectral residual saliency similarity 

maps, the final score is calculated using a novel 

mixed-mode pooling approach. In this case, we 

do not give any special importance to the center 

part. 

(iii) Thirdly, we propose the ‘Center emphasized 

Saliency and Structural Contrast-induced image 

Quality Index (CSSCQI)’ using structural 

contrast with visual saliency and modifying 

center areas of both of the similarity maps to 

increase the distortion sensitivities there. Visual 

saliency detection is dependent on the current 

view of the image thus we compute the visual 

saliencies and the similarity map of the full and 

center image separately. 

(iv) Finally, we propose a novel mixed-mode 

pooling approach which we utilize in the 

second and third methods (SSCQI, CSSCQI). 

The study in GMSD unveiled that standard 

deviation is not suitable for SSIM, MS-SSIM or 

FSIM, also the authors of SCQI used weighted 

average and achieved quite good results. On the 

other hand, SD pooling has successfully 

employed by several papers with the saliency 

maps. As a result, we apply a weighted average 

in SCQI map and SD pooling for saliency map 

and finally compute the weighted sum to obtain 

the final score. 

 

Figure 1. The image Monarch.bmp and its’ center area 
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We evaluated our proposed methods on four large-scale 

popular benchmark databases for IQA research and 

compared with 13 other state-of-the-art methods. Results 

show that the techniques proposed by us outperform 

other comparing approaches. Adding visual saliency 

improved the correlation of predicted score with the 

human evaluated values and center emphasis boosts-up 

the performance with or without saliency. 

The paper is organized as follows. Section 1 describes 

theories and related techniques. Section 2 explains the 

proposed IQA approaches along with the novel mixed-

mode pooling strategy, and the results with relevant 

discussions are presented in Section 3. Finally, we 

conclude the paper in Section 4. 

1.  Background  

In this section, we briefly review the related theories on 

which the content of this paper relies; the structural 

contrast, spectral residual visual saliency, and the 

evaluation metrics. 

1.1 Structural Contrast Quality Index 

Contrast is a basic perceptual attribute of an image which 

varies greatly over the image [29]. Bae et al. [18] 

proposed structural contrast quality index (SCQI) by 

adopting the structural contrast index (SCI) [30], that can 

estimate the perceptual complexity of image texture 

patterns as the ratio of structureness and contrast 

intensity. Here, we briefly describe the SCQI in an 

independent manner, more details are given in section 2 

and in Figure 2, further details are in the reference SCQI 

article [18]. 

SCQI gives a quality index value which is calculated as 

 

(1) 

where K is the number of items in the SCQIMap,wi is    

the local weight, W is the summation of all weights,     

and SCQIMap is the similarity map calculated by    

element- wise multiplication of six similarity maps 

smi,i=1,...,6as 

 

(2) 

The six similarity maps are based on six features; two 

chrominance, three contrast sensitivity function (CSF) on 

contrast energy frequencies (low, mid and high), and the 

structural contrast. However, SCQI uses the inverse 

value of structural contrast index than proposed in [30] 

  so that more distortion-sensitive image 

texture regions have higher SCI values that are more 

important regions to HVS. 

All of the similarity maps are measured in the same way. 

If the reference image is R, the distorted image in the 

question is D, and corresponding feature matrices are f mr 

(i) and f md (i) respectively, then the similarity measure 

smi is given as 

 
(3) 

where ci are six corresponding positive constants to increase 

calculation stability. 

Now, let’s take a look at how the feature matrices are 

obtained. 

At first, the images are converted to LMN color space from 

RGB to separate  luminance (L) and two chromniance (M, 

N) components using following relationship 

 

(4) 

Using the above equation, we get the M and N Chroma 

matrices for both reference and distorted images and 

compute the Chroma maps using equation 3. 

The SCI and three CSF features are derived from the 

luminance. CSF matrices are calculated as below 

 

(5) 

where, p (u, v) is the normalized magnitude of a DCT 

coefficient at (u, v), k is one of the low, mid or high and 

Rk  are the corresponding ranges. 

The structural contrast τ is given as, 

 (6) 

where α and β are model parameters, CI is the contrast 

intensity, and T P is the structureness reflecting the 

randomness of texture patterns given by 

 
(7) 

where mk is the k-th moment of normalized DCT AC 

coefficients, and is defined by 

 

(8) 

where ω is a spatial frequency value in cycles per degree 
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(cpd) for (u,v)-th DCT coefficient and is calculated by 

 
(9) 

where δ is a const ant and p(ω) is the magnitude of a 

normalized DCT coefficient at ω and is defined as 

 
(10) 

where c(ω) is the DCT coefficient value at ω, Є is a very 

small constant value to avoid  unstable results  when the 

denominator is close to zero, λ is an adjustment parameter 

to fit the measured experimental results, and Z is a 

normalization factor given by 

 

(11) 

The contrast intensity in 6 is defined as 

 (12) 

where N is the height or width of a N×N DCT block. 

We adopt the same model parameters as  it is used in SCQI 

which are set to  Є=0.25, λ=1, α=1, and β=1. With these 

values, SCI is simplified as below 

 
(13) 

where (u,v) is the (u,v)-th DCT coefficient value. 

1.2 Spectral Residual Visual Saliency Similarity 

In any image, salient regions caught more attention than 

other areas and detection of those parts is called saliency 

detection. Therefore, the human is more sensitive to the 

distortions in those interesting and salient regions than 

other parts. Any distortion in these parts attract intense 

attention, which makes it an important feature for IQA, 

as a result, many IQA researchers utilize visual saliency 

as an important feature. Spectral residual saliency 

detection [13] is a very fast approach among the various 

detection techniques [31]. We adopt the image saliency 

map generator as described in the SR-SIM [16]. 

For an image f (x, y), the spectral residual saliency (SRS) 

is computed as follows: 

 (14) 

 (15) 

 (16) 

 (17) 

 (18) 

where ℱ and ℱ−1  are the Fourier transform and the 

inverse; abs(.) return the magnitude and angle(.) returns 

the argument of a complex number. (x,y) is a Gaussian 

filter; hn(u,v) is an n×n mean filter; and∗ denotes the 

convolution operation. 

Using equations 14–18, we calculate the spectral residual 

saliencies for both the  reference and distorted images 

denoted by SRSr(x,y) and SRSd(x,y), respectively. Then, 

the saliency similarity map SRSMap(r,d) is calculated as: 

 
(19)  

where 2 is the element-wise squaring, ʘ refers to element-

wise multiplication, and c1 is a positive constant for 

calculation stability. 

1.3 Evaluation Metrics 

We can measure the performance of a IQA method using 

some correlation measurements with  respect to the human 

evaluated subjective scores, the root mean square error 

(RMSE) is also used. Before applying the linear 

correlation, the two compared values should be on the same 

scale and perfectly linearly correlated [32]. For this 

purpose, a logistic mapping function is used to convert the 

objective scores before applying the linear correlation 

measurements. We adopt the following nonlinear regression 

model as suggested by Sheikh [33]. 

 
(20) 

where q is the objective score, q', is the mapped value, 

and βi are the 5 parameters that are tuned based on the 

relationship between objective and subjective scores. To 

find the optimal parameters, we utilized the nlinfit 

function that is already built within MATLAB. The 

subjective scores are then used with these mapped scores 

to find the following correlation coefficient. 

The Pearson’s linear correlation coefficient (PLCC) is 

defined as follows: 

 

(21) 

where o and s are vectors of the objective and subjective 

scores, respectively; µo and µs are their mean scores; and 

m is the number of distorted images. The objective scores 

of o are actually the mapped scores using Equation (20). 

If we want to avoid the nonlinear mapping in Equation 

(20), rank order coefficients can be used. The popular 
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Spearman’s rank-order correlation coefficient (SROCC) 

is given as: 

 (22) 

 

Applying the rank() function on a score vector returns a 

rank-vector where the i-th entry contains the relative 

rank of the i-th item in the score vector. Another 

popular rank order metric is the kendall’s rank-order 

correlation coefficient (KROCC), which is given as 

below: 

 
(23) 

Where Cp and Dp are the number of concordant and 

discordant pairs. 

The root mean square error (RMSE) is defined as: 

 

(24) 

A larger value of PLCC, SROCC, and KROCC is an 

indicator of superior method whereas in the case of 

RMSE smaller is better IQA. Again, SROCC is treated as 

the most important correlation measurement among these 

metrics. 

2. Proposed Assessment Methods 

 The complete flow diagram of our proposed ‘Center 

emphasized Saliency and Structural Contrast-

induced image Quality Index (CSSCQI)’ is presented 

in Figure 2. Before going detail to the final system 

we discuss the other two methods with the help of 

the same figure. 

1.4 Center emphasized Structural Contrast induced 

image Quality Index (CSCQI) 

 To derive this method, we just modify the center part 

of the SCQIMap which we get by applying equations 

(1)– (13). We define the center region for both 

images and similarity maps as follows: 

1.5 Saliency and Structural Contrast induced image 

Quality Index (SSCQI) 

 For the original dimension of (H × W), the 

corresponding dimension of the center block 

becomes (Hmid × Wmid), where: 

 
(25) 

The center block is defined as a rectangular area 

identified by two corner points (xmin,ymin) and 

(xmax,ymax), where: 

(26) 

If we denote the center part of the SCQIMap as 

SCQIMap(mid), then the updated center part 

CSCQIMap(mid) is defined as 

 (27) 

where ʘ is the element-wise multiplication. 

With the updated center region, we get the center 

emphasized SCQIMap denoted as CSCQIMap. After that, 

using equation 1we compute the final CSCQI value as 

 
(28) 

Neither SCQI nor the CSCQI discussed above include 

visual saliency for quality assessment.  As discussed in 

the introduction, visual saliency is directly related to 

HVS and several other works used visual saliency with a 

success.  In our recent paper, we combined spectral 

residual saliency with RMS contrast which exhibits very 

good performance [28]. As a result, in this work, we 

incorporate the spectral residual visual saliency with 

SCQI which again gives satisfactory improvement 

compared to SCQI as shown in section 3. 

Here, we do not incorporate our center-emphasized idea. 

The SCQIMap is computed using equation 2 and the 

saliency similarity map SalMap is computed using 

equations 14 – 19.  

Finally, we apply a mixed-mode pooling strategy which is 

discussed later in section 2.4, on both  SCQIMap  and 

SalMap using Equations 29, which gives us the final 

quality  score SSCQI as: 

 

(29) 

where K is the number of items in the SCQIMap,wi is the 

local weight, W is the summation of all wi,W1 and W2 are 

positive weighting factors (W1+W2=1) which specify the 

importance between saliency and structural contrast. 
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Figure 2. Flow diagram of quality index calculation in the proposed center emphasized approach. 

 

It is to be noted that, in the second part of the equation, the 

standard deviation of saliency map stdev(CSalMap) is 

subtracted from 1 because a higher SCQI score refers to 

better similarity whereas the value of stdev (CSalMap) 

bears the opposite meaning. 

1.6 Center emphasized Saliency and Structural 

Contrast induced image Quality Index 

(CSCQI) 

This is the final proposed method where we combine 

visual saliency and SCQI emphasizing the center part for 
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both of the similarity maps. The full process is described 

as a flowchart in Figure 2. 

First, the saliency similarity maps for the full images and 

middle images are found using Equations (14)–(19) and 

are denoted as SalMap and Salmid-Map, respectively. Then, 

we increase the sensitivity of the center area within the 

SalMap. If the center area of the full saliency map is 

SalMap(mid), then it is updated to CSalMap (mid): 

 (30) 

With the updated center part, we obtain the center-

emphasized saliency map denoted by CSalMap. 

Simultaneously, the CSCQIMap is also calculated using 

equation 28 in the same way as in section 2.1. SalMap 

computes the relative importance within the whole 

image, as a result, deriving saliency from middle image 

separately gives us fine-grained feature. In contrast, 

structural contrast is a local feature and thus we do not 

derive the SCQIMap for middle images. 

Finally, in this case, we again apply the mixed-mode 

pooling strategy as discussed in section 2.4 on both 

CSCQIMap and CSalMap using Equation 31, which gives us 

the final quality score CSSCQI as: 

 

(31) 

where the parameters bear similar meaning as in equation 29. 

 

1.7 The Mixed-mode Pooling Strategy 

As we have mentioned in the introduction, standard 

deviation (SD) pooling achieves very good performance 

in specific cases and is adopted by several successful 

methods. Jia et al. conducted an experiment with several 

other combinations of pooling and found that SD pooling 

provides the best correlation with the spectral residual 

saliency [22]. However, with SCQI, as we also found in 

our experiments, SD pooling is not giving satisfactory 

performance. As a result, in this paper, we propose a 

novel mixed-mode pooling strategy the ‘summation of 

weighted mean and standard deviation’ combining both 

weighted average and standard deviation and final quality 

score is obtained by summing-up them. If two feature 

similarity maps are FSM1 and FSM2 where FSM1 is 

weighted average pooling friendly and FSM2 performs 

better with SD pooling, then using mixed-mode pooling 

we can compute the quality score as: 

 
(32) 

Where K is the number of items in the FSM1, wi is the 

local weight, W is the summation of all wi, W1 and W2 are 

positive weighting factors (W1+W2=1) which specify the 

importance between saliency and structural contrast. The 

standard deviation in the above equation is defined as: 

 
(33) 

where M is the number of total elements in the similarity 

matrix; FSM2i is the ith item; µFSM2 is the mean value 

of the FSM2 and is given by: 

 

(34) 

3. Results and Analysis 

Experiments were carried out on four popular benchmark 

databases for IQA research TID2013[34], TID2008[35], 

CSIQ[36] and LIVE[37]. Our approach was compared 

with 13 other state-of-the-art recent IQA methods namely 

SSIM[4], MS-SSIM[5], IW-SSIM[6], MAD[38], 

FSIMc[9], GMSD[10], MCSD[12], VIF[38], 

VSI[15], HPSIe[20], MDSI[11],LLM[19] and SCQI[18]. 

CEQI[28], SCQI and the proposed approaches are again 

compared in Table 4 to clearly illustrate the effectiveness 

of center emphasizing and the mixed-mode pooling 

strategy. Basic information about the databases is given 

in Table 1 and the distortion information is recorded in 

Table 2. 

 

 

Table 1.  Basic information about the databases used 

for experiments. 



 Layek et al./ JnUJSci., Vol 07, No. II, June. 2021, pp. 7−21 15 

 

Table 2.  Description databases diving into the types of distortions used 

 

 

Table 3.  Comparison of score prediction on different IQA methods on four databases. 

– In each row, the double-underlined, underlined and simple bold numbers represent the first, second and third-ranked performances 

respectively 

– For RMSE a lower score is better whereas higher values are better for the SROCC, KROCC and PLCC metrics. 
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Table 4.  Performance comparison among CEQI, SCQI, CSCQI, SSCQI and CSSCQI 
– In each row, the double-underlined, underlined and simple bold numbers represent the first, second and third-ranked performances 

respectively 

– For RMSE a lower score is better whereas higher values are better for the SROCC, KROCC and PLCC metrics.

 
 

The performance comparison was done using four 

commonly adopted metrics— SROCC, KROCC, PLCC, 

and RMSE, elaborated as Spearman’s rank-order 

correlation coefficient, Kendall’s rank-order correlation 

coefficient, Pearson’s linear correlation coefficient 

(PLCC), and the Root mean square error. 

Table 3 shows the results on four benchmark databases 

among different IQA models for all of the four metrics 

mentioned above. The top three values are indicated 

using the double-underline, single-underline and no-

underline respectively with a boldfaced font. However, in 

the case of RMSE, the lowest value is double-underlined, 

since a lower RMSE implies a better method. All of our 

proposed methods perform better than the SCQI, as a 

result, it is evident that both center-emphasis and visual 

saliency can improve SCQI independently. Again, we see 

that, for the biggest database, TID2013, CSSCQI 

outperforms all of the compared methods in KROCC, 

PLCC and RMSE metrics whereas CSCQI tops in 

SROCC. For the other three databases, proposed methods 

achieve competitive performance. We calculated the 

weighted averages of the SROCC, KROCC, PLCC, and 

RMSE using the number of distorted images to find the 

overall performance, as suggested in [6]. It can be 

noticed that, compared to VSI, HPSIe, and MDSI, our 

proposed CSSCQI shown better prediction accuracy with 

(0.76%, 1.08%, 0.11%)-point,(1.41%, 1.08%, 0.02%)-

point higher overall SROCC and KROCC values, 

respectively. 

To investigate the improvements over SCQI, Table 4 

shows the comparison only among the methods proposed 

by us (CEQI [28], CSCQI, SSCQI and CSSCQI) along 

with the SCQI. CEQI was proposed in our previous 

workwhereas CSCQI, SSCQI and CSSCQI are discussed 

in this paper. We find that CSSCQI have the highest 

performance on the biggest two databases TID2008 and 

TID2013 SSCQI is the second highest. Although CEQI 

shows top performance for the smaller databases CSIQ 

and LIVE, the overall performance is the lowest. On the 

other hand, SSCQI achieves second highest proving the 

successful merge of SCQI with spectral residual saliency 

using the mixed-mode pooling strategy. All three 

proposed methods in this paper perform better than SCQI 

in almost all possible cases. The overall ranking based on 

performance is shown in Table 5. CSSCQI holds the 

highest ranks in SROCC and KROCC but ranked 4 in 

PLCC, however, the improvement of the proposed 

approaches over the SCQI is clearly noticed. 

Table 6 shows the SROCC performance comparison for 

all distortion types for TID2013, CSIQ and LIVE 

databases; Table 2 provides the necessary description of 

an abbreviation. All images are not affected equally by a 

specific type of distortion rather it varies with the color, 

salient regions and several other factors related to an 

image. As a result, we see that methods are giving 

discrete performances for different distortions and 

performance even varies between databases. 

Nevertheless, Table 6 gives us a good understanding of 

whether an IQA method is biased to any specific noise 

type or not. It can be seen that the proposed CSCQI, 

SSCQI and CSSCQI perform consistently well for all 

types of distortion; they are not too biased to any specific 

type of distortion while retaining satisfactory average 

performance. 
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Table 5.  Table: Ranking of IQA methods based on overall performance 

–Number1isthebestand16istheworst.

 

Table 6.  Distortion-wise comparison of SROCC performed on three databases 

– In each row, the double-underlined, underlined and simple bold numbers represent the first, second and third-ranked performances 

respectively 

–The distortion acronyms are defined in Table 2, AVG refers to the aggregated average over all noises in a database
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Figure 3. Predicted scores with the MOS on TID2013 database. The black curves are obtained by a nonlinear fitting.
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Scatter plots in Figure 3 demonstrates the predicted scores 

for different IQA approaches with the subjective scores 

for the TID2013 database. We see that our proposed 

approaches are quite consistent in predicting scores as 

compared to other methods and providing better 

correlation with MOS/DMOS. 

 

Table 7. Running time comparison on IQA models

The principal purpose of designing an IQA model is the 

performance of its prediction. However, in some cases 

processing time is also a major concern, especially in a 

real-time system. The run-time comparison was 

performed on various IQA models with MATLAB 

R2018b on a computer having Intel(R) Core(TM) i5-

4670 CPU with a 

3.40GHz processor and 16GB of RAM. The MATLAB 

codes written by the authors of each method was 

collected from their websites. We run the codes and 

elapsed time was recorded; Table 7 shows the results. We 

see that the improvements from SCQI take some time 

cost. SCQI and CSCQI have almost the same running 

time of 0.26 milliseconds with 3.83 and 3.82 images per 

second respectively. However, SSCQI and CSSCQI are 

able to process 3.16 and 2.88 images per second 

respectively. Notwithstanding, CSSCQI can process 

more images than IW-SSIM, MAD, FSIMc, VIF and VSI 

among the compared methods. 

4. Conclusion 

In this paper, we considered the center bias of HVS and 

proposed several approaches for full-reference image 

quality assessment method (CSCQI, SSCQI and 

CSSCQI). The merging of SCQI with spectral residual 

visual saliency was successful, thanks to the novel 

mixed-mode pooling strategy. Also, giving extra 

emphasis on the center part of the image was also 

improved the performance of quality assessment.  The 

proposed approaches were compared with other state-of-

the-art IQA models and they outperform most of the 

competing methods. Comparing individual distortion 

types, proposed methods give consistent scores. 

Incorporating additional features took some extra time, 

still, the proposed approaches stay above compared state-

of-the-art approaches. In our study we have already 

found that this center emphasized approach enhances the 

performance of few other existing IQA models and we 

believe that same will happen with most of the other no-

reference and reduced-reference models. In our future 

work, we will further investigate these possibilities. 
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